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1. INTRODUCTION 

The relationship between exchange rate and trade balance has been an important issue in 

international economics since the adoption of the floating regime in 1973. After the beginning of 

floating exchange rate regime, numerous studies have analyzed the impact of currency 

depreciation on the trade balance. However, these studies find conflicting results. 

The early studies that analyze the effect of exchange rate on trade flows focus on the 

impact of exchange rate volatility on trade flow since the end of fixed exchange rate regime 

meant an increase of the volatility in the exchange rate markets. In both theoretical and empirical 

literature, numerous studies analyze this effect but the question of the effect of exchange rate 

variability on trade is still ambiguous. This point is underlined in a series of overviews of the 

literature; see McKenzie (1999), Taglioni(2002),  Bahmani-Oskooee and Hegerty (2009), Ozturk 

(2006), Corig and Pugh (2010) and Auboin and Ruta (2013), among others. 

After 2000, the focus has shifted towards the relationship between the level of the 

exchange rate (exchange rate appreciation/depreciation and currency misalignment) and trade 

flow. Depreciation is typically assumed to improve the trade account in the short run since, by 

allowing its own currency to lose value relative to those of other countries, a nation's exports 

which are now cheaper to foreigners increase; while at the same time imports from abroad which 

are now more expensive in the domestic market reduce. Therefore, the country's balance of trade 

increases due to the depreciation. There are two immediate effects of currency depreciation; 

namely the nominal depreciation results in a real depreciation and the rise in relative prices affect 

the volume of exports and imports. However, empirical findings on these text book effects 

suggest that these immediate effects depend on the specific characteristic of the economy.   

When we look at the studies analyzing the relationship between exchange rate and trade 

balance, the twin concepts of the Marshall-Lerner (ML) condition and the J-S Curve phenomenon 

are compelled. According to the ML condition, the improvement in trade balance due to 

depreciation depends on whether the sum of import and export demand elasticities exceed unity. 

There are lots of studies empirically analyzing the ML condition and Bahmani-Oskooee and 

Niroomand (1998) and Bahmani-Oskooee and Kara (2005) are the most recent studies that 

provide an estimate of the ML condition using recent advances in time-series econometrics and 

reveal that the ML condition is not met. In other words, it is found that trade balance continues to 

deteriorate even if the sum of import and export demand elasticities exceed unity. 
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Next, since the impact of depreciation on the trade balance is not instantaneous, the 

studies' focus has shifted to the J-Curve phenomenon, the short run dynamics. The main 

contributing factors to this phenomenon can be explained by the lag structure in the time of 

consumers and producers response for the changes in exchange rates. Thus, devaluation creates a 

short-run deterioration in the trade balance, which will improve in the long run it will improve. 

Recent review articles by Bahmani-Oskooee and Ratha (2004) and Bahmani-Oskooee and 

Hegerty (2010) summarizes the main features of these studies and reveal that empirical support 

for the J-Curve theory is rather weak. 

Furthermore, there are recent studies that analyze the impact of currency changes on 

export growth3. These studies differ with respect to countries they select. Fang et. al. (2006) 

analyses the impact of exchange rate depreciation on exports for Asian countries, Bernard and 

Jensen (2004) study the US, Arslan and van Wijnbergen (1993) focused on Turkish lira 

depreciation role on exports. 

Some recent studies analyze the exchange rate misalignments namely the exchange rate 

that is above or below the equilibrium exchange rate. To measure the misalignment, studies use 

different approaches ranging from internal-external balance approach, to the behavior approach 

and permanent equilibrium approach. From the theoretical concept of the equilibrium exchange 

rate, some studies (Razin and Collins, 1997; Lee et al., 2008) use the definition of the equilibrium 

exchange rate. They measure the misalignment as the deviation from equilibrium exchange rate 

which is the level that both external (asset markets) and internal (productivity hypothesis 

advanced by Balassa-Samuelson (1964)) markets are balanced in the economy. Moreover, some 

studies (Rodrik, 2008; Freund and Pierola, 2012; Nicita, 2012) basically regress the real 

exchange rate on per capita income and the misalignment is simply the difference between the 

actual and fitted values.  

A number of the studies have looked at the empirical relationship between exchange rate 

misalignment and exports. Some recent studies are Freund and Pierola (2012), Haddad and 

Pancaro (2010), Nicita (2012). These studies mainly have found that a currency undervaluation 

has a positive short term impact on exports, but the results are depending on the country 

characteristics.  

                                                
3 See Auboin and Ruta(2013) for a detailed survey of literature. 
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Moreover, studies that analyze the relationship between exchange rate and growth have 

also underlined the trade impacts of currency undervaluation (Rodrik, 2008; Di Nino et al., 

2011). These studies find that the undervaluation improves growth through expanding the 

exports.  

Recent studies also looked at the exchange rate impact on disaggregated data by analyzing 

firm’s behavior to a currency appreciation or depreciation. Berman et. al. (2012), Chatterjee et al. 

(2012), Tang and Zhang (2012) examined how firms react to currency changes for French, China 

and Brazil respectively. These studies find  that large and small firms react differently to the 

exchange rate changes i.e. the impact of a deprecation on large firms make them increase the 

mark up, on the other hand small firms change their import prices in case of a currency 

depreciation. Moreover, large exporters have higher shares in the total exports, thus these firm 

level studies reflect that the impact of depreciation on total trade flow will be rather weak.         

Although there have been numerous papers examining the long run and the short-run 

relationships between the exchange rate and the trade balance, it is clearly concluded that the 

empirical evidence has been rather mixed, or inconclusive. This paper on the other hand aims to 

bridge the gap by looking the components of exchange rate movements and claims that whether 

exchange rate impact on trade balance depends on the sources of exchange rate movements. In 

other words, measuring the effects of permanent and temporary movements on exchange rate 

may become an important issue in determining the relationship between the exchange rate and 

trade flows. 

To decompose exchange rate movements C-F Filter is used and the decomposed 

permanent and temporary components are derived. After decomposing exchange rate movements, 

their relationship with trade is analyzed through Gravity Model. By using the Gravity Model of 

trade, the effect of decomposed exchange rate movements on bilateral exports is examined by 

adding the permanent and temporary components into Gravity Model as new variables in a panel 

data analysis. Here the aim of the study is to test the significance of these variables, exante we 

expect to find a significant impact of the permanent component and an insignificant impact for 

the temporary component on exports.  

The reason behind this expectation can be explained by the definition of these 

decomposed series. Since temporary component is the cyclical part of the exchange rate and they 

reflect the transitory changes in the exchange rate, the impact of these movements on real 
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economy i.e. the international trade flows will be limited. In other words, these temporary 

movements in the real exchange rate will not be reflected to the trade contracts since these 

movements are quickly die without affecting the price levels in the long run thus they also will 

not influence the consumer and producer response to these changes in the exchange rate. 

However, if the change in the exchange rate corresponds to a change in the trend these 

movements affect the price level and will probably change the consumer and producer decisions. 

To test this hypothesis, first, pooled Ordinary Least Squares (OLS) estimators are utilized 

to expose the relationship between the components of real exchange rate and bilateral exports. 

Then, different fixed effects are added into the model to account for the multilateral resistance 

terms. Silva and Tenreyro (2006) criticize the log-linearization of the empirical model in the 

presence of heteroskedasticity leading to inconsistent estimates and they show that in the 

presence of heteroskedasticity the standard methods are biased. They propose a simple Poisson 

pseudo-maximum-likelihood method (PPML) to overcome this problem. The PPML method 

provides a robust solution to different patterns of heteroskedasticity and they deal with the zeros 

that prevail in the trade data. As such, the fixed effects Poisson models with different 

specifications are estimated to test the relationship between the permanent and the temporary 

component of the real exchange rate.  

Moreover, due to the possible simultaneity bias between bilateral exports, output and also 

the component of the real exchange rate, we instrument countries income levels and the 

component of the real exchange rate by their lagged values where we employ different models to 

solve the endogenity bias. The inertia in bilateral trade flows that is the countries that trade each 

other at time t-1 will tend to keep on trading at time t is also considered through Dynamic Gravity 

Model. The introduction of dynamics into the panel data analysis is modeled by using System 

Generalized Method of Moments as in Arellano-Bond (1991) and Arellano-Bover (1995) 

methodologies. Finally, IV-Poisson model that deals with both the zero trade problem and 

endogenity is estimated to have robust results. 

In the empirical analysis, we find that there is no significant relation between temporary 

components whereas there is a strong and robust negative relationship with the permanent 

component of the real exchange rate and the bilateral exports. The results indicate that the reason 

behind the inconclusive results in trade and exchange rate relationship is the mis-measurement of 

the real exchange rate and if we take out the speculative movements in real exchange rate, the 
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correct relationship between these variables can be easily identified. Therefore, the effect of a 

change in real exchange rate on trade volume depends on whether that change reflects a shift in 

trend or is just a transitory movement. 

The plan of this paper is as follows: the first objective is to explain the logical foundations 

of the gravity model, and then with its theoretical success we model our question through the use 

of gravity model and explain the data. Then the decomposed components of real exchange rate 

relationship between bilateral trade flows are analyzed in Section 3 with different estimation 

techniques. Finally, Section 4 concludes. 

 

2. GRAVITY MODEL 

The link between the permanent and the temporary component of real effective exchange 

rate and the international trade is analyzed by the gravity model. The simply gravity model, 

which introduced into the field of international economics by Tinbergen (1962), is based on the 

Physics Gravity Law of Newton. The theory states that bilateral trade flows are positively related 

to the economic sizes of the two trading countries (measured by their respective GDPs) and 

negatively to the distance between these countries: 

 

 

where TradeFlowij is the bilateral trade flow from country i to j, GDPi and GDPj are the 

gross domestic products of country i and j, Dij is the distance between the two countries and a is a 

gravitational constant depending on the units of measurement for mass and force.  

The gravity models have now become the standard methodology in empirically studying 

the bilateral international trade patterns, especially given the increasing emphasis on its strong 

theoretical basis. Formal theoretical foundations of gravity models have been first provided by 

Anderson(1979). Bergstrand (1985, 1989) derives the model in reference to monopolistic 

competition; Deardorff (1998) derives it within a classical Heckscher–Ohlin framework with 

identical or CES preferences; Eaton and Kortum (2002) develop a Ricardian model of trade in 

homogenous goods; Haveman and Hummels (2004) have found that gravity model is consistent 

with incomplete specialization models; and recently Helpman et. al. (2008) develop a theory that 

predicts positive, as well as zero, trade flows between countries and accounts for firm 

heterogeneity, trade asymmetries and fixed trade costs. Anderson (2011) and Head and Mayer 

ijjiij DGDPaGDPFlowTrade /.=
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(2013) provide a detailed survey of the theoretical developments underpinning the gravity 

methodology.  

The literature that makes use of the gravity model in empirical studying is surveyed in 

Anderson and van Wincoop (2004) and Bergstrand and Egger (2011). While many of these 

studies rely on the simple gravity framework a significant share of these studies further extend 

the model to include variables such as population (or income per capita), adjacency, common 

language and colonial links, remoteness, border effects, among others, in the regression analysis. 

The following analysis is based on such an extended version of the gravity model. In the next 

sub-section we discuss the data that is used in the analysis, for which the details are provided in 

Appendix I.  

2.1. Data and Measurement 

The bilateral trade flows data are obtained from the IMF, Direction of Trade Statistics. 

The income, population and land data are obtained from WDI, and variables including the 

distance among countries, the contiguity, common language and common colony are taken from 

the CEPII Mayer and Zignago (2011) dataset. 

The most important independent variable in the following analysis is the decomposed 

series of real effective exchange rate. The real effective exchange rate is decomposed into 

permanent and temporary component by C-F Filter. The technical details of the methodology to 

construct the permanent and temporary component used in this paper are provided in Appendix 

II. 

2.2 Model 

The general form of the estimation specification is as follows4; 

lnXijt = β₀  + β₁lnGDPit + β₂lnGDPjt + β₃lnDistijt + β₄  ln !"#!"
!"#!"

 + β₅  ln!"#$!"!"#$!"
  

+β₆  lnPopit + β₇lnPopjt + β₈lnLandit + β₉lnLandjt + β₁₀Contigijt  

+ β₁₁ComLangijt+ β₁₂ComColijt + uijt                     (1) 

 
                                                
4 Anderson and van Wincoop (2003) show that bilateral trade is determined by relative trade costs and it is crucial to control these 
multilateral resistance terms in estimating gravity model. Therefore, following the literature, given the difficulty of obtaining the 
relevant price indices that would allow calculating such trade resistances, I include different cases of fixed effects. This inclusion 
is standard procedure in the literature; Feenstra (2004) and Baldwin and Taglioni (2006) have shown that including such fixed 
effects provides similar results to those of Anderson and van Wincoop (2003). The inclusion of these fixed effects results in the 
dropping some variables from equation 1.  
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where i denotes the exporting country and j denotes the importing country, Xijt measures 

the total exports of country i to country j in millions of US dollars, GDP measures the respective 

country’s Gross Domestic Product in millions of US dollars, Distijt measures the distance 

between country i and j in nautical miles, !"#!"
!"#!"

  is the ratio of the permanent component of real 

effective exchange rate and !"#$!"
!"#$!"

  is the temporary component of the real effective exchange 

rate that is decomposed by C-F Filter. The ratio of these components of real effective exchange 

rate that measures the bilateral value of the currency in exporting country i relative to the 

importing country j is added into the model. Pop is the population, Land stands for land area, 

Contigijt is the dummy that takes the value 1 if exporter i and importer j are contiguous and zero 

otherwise, ComLangijt is the dummy with value 1 if exporter i and importer j share a common 

language and zero otherwise, and finally ComColijt is the dummy with value 1 if both have had a 

common colonizer after 1945 and zero otherwise.5 uijt is the log-normally distributed disturbance 

term. 

Based on the gravity model we expect to find the coefficient of the exporting and 

importing countries’ income to be positive and that of the distance between these two countries 

measure to be negative. The sign for the permanent and temporary component will be negative as 

we expect a depreciation of a currency increases the exports of that country. These variables are 

used to test the hypothesis whether exchange rate movements as movements driven by the 

fundamentals and movements driven by the unobservables have an effect on trade. Here, our 

claim is movements that are specific to fundamentals may have a significant effect on bilateral 

trade volumes, whereas speculative movements, which have a transitory effect on the exchange 

rates, may have an insignificant effect on bilateral trade volumes.  

The population variable is expected to represent the country's potential supply and 

demand for exports and imports respectively. A country with a large population can much easily 

specialize in a wide range of commodities and, consequently, may be less dependent on foreign 

trade leading to a negative coefficient. Alternatively, if the demand factors are dominant the 

variable might result in a positive effect on exports. 

Land variables are assumed to have negative influence on trade. The larger a countries' 

total area, smaller the fraction of its economic activity that is expected to cross borders and higher 

                                                
5 See Mayer and Zignago (2011) for further details. 
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the probability of it becoming a relatively closed economy. Finally, three dummy variables that 

shed light on the circumstance of being a neighbor, sharing a common language or having been 

colonized by a common country are respectively included in the model. The coefficients of all 

three dummy variables are expected to be positive as their existence will increase the level of 

bilateral trade. 

Table 1 summarizes the expected signs of the coefficients in light of alternative theories.  

 

3. Empirical Results 

3.1 Static Panel Gravity Equation 

First of all, in testing for the presence of permanent and temporary components of real 

exchange rate effect on bilateral trade, equation (4.1) is estimated by OLS in different model 

specifications. The results are reported in Table 2 where the dependent variable which is the total 

exports of country i to j is estimated for 1994M01-2012M12 period. Firstly, pooled Gravity 

Model with the components of real exchange rate is reported in column (1) of the Table 2. As 

theoretically expected, income of these two countries and the distance between them show 

statistically significant and theoretically expected signs. The coefficients of the population of 

both countries are found to be positive and significant. Land variables have significant 

coefficients with expected negative signs. All three factors capturing the contiguity of the two 

countries, as well as common cultural features such as a shared history or shared language, are 

found to positively and significantly explain bilateral export patterns.  

The main question of interest in this analysis is to test the link between the bilateral trade 

and the permanent - temporary components of the exchange rate. With this first specification, it is 

found that there is not a statistically significant relationship between neither the permanent nor 

the temporary components of the real effective exchange rate and the bilateral exports6.  The 

model is improved through the addition of time dummies in the second column but the results 

change only slightly7. The sign of the coefficient of the temporary component becomes negative 

but it has still insignificant impact.  

                                                
6 The Variance Inflation Factor (VIF) scores, which test multicollinearity, are lower than 10 (with an average of 2.09) supporting 
that there is no multicollineraity problem. 
7 Including time fixed effect, we can prevent the bronze medal mistake that Baldwin and Taglioni (2006) define as the 
inappropriate deflation of trade flows. 
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Up to now, as Anderson and van Wincoop (2003) found all the coefficients are biased due 

to the omission of the multilateral resistance terms but we take this into account in the following 

columns through considering different country fixed effects (Feenstra, 2004 and Baldwin and 

Taglioni, 2006). In the third column, the model with both exporter and importer fixed effects in 

addition to time fixed effect is reported. With the inclusion of these fixed effects the coefficient 

of the permanent component becomes significant. On the other hand, the impact of the temporary 

component is still found to have an insignificant impact. In the fourth column, including pair 

dummies along with the time dummies does not change the result of the previous model.  

Finally, in the last column time varying exporter and importer fixed effects8 with pair 

fixed effect are included into the model. With this model specification, all of the variables are 

dropped from the model since they are perfectly collinear with the included fixed effects. To 

determine the impact of the permanent and temporary component of the real effective exchange 

rate on trade flows we propose two new variables that are driven by the multiplication of the 

permanent component and the temporary component with the distance. With this parameter,  we 

can generate a time varying dyadic variable that can be estimated with the inclusion of the time 

varying exporter and importer fixed effects along with the dyadic fixed effects. Here, we claim 

that the impact of currency movements on bilateral trade flows will be different in terms of the 

distance between the trading countries. In other words, the impact of currency depreciation will 

be much more on the exports to a country near the exporting country than a country which is 

remote from the exporting country.  With this claim, we expect a negative sign for the 

coefficients and as we expect both permanent and the temporary component interacted with the 

distance are found to have a negative impact on exports. Moreover, the permanent component 

interacted with the distance has a significant impact on the exports. 

While all results remain the same with the inclusion of different types of fixed effects, 

which possibly include trade resistances alongside many country- and pair-specific factors, it is 

seen that the permanent component of the real effective exchange rate has an influential factor in 

the country’s export performance, however the temporary component does not affect the export 

performance. In short, these results show that appreciation in a country’s currency that is driven 

by the fundamentals negatively contributes to that country’s exports. However, if the appreciation 

is a result of a speculative currency trade, it does not affect the country’s export performance.  

                                                
8 In a panel setting, the theoretical specification maintains the inclusion of time varying exporter and importer fixed effects. 
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3.2 Zero Trade  

Silva and Tenreyro (2006) criticize the log-linearization of the gravity model in the 

presence of heteroskedasticity that leads to inconsistent estimates and they show that in the 

presence of heteroskedasticity the standard methods can severely bias the estimated coefficients. 

They propose a simple Poisson pseudo-maximum-likelihood method (PPML) to overcome this 

problem. The PPML method provides not only a robust solution to different patterns of 

heteroskedasticity but also a natural way to deal with the zeros that prevail in the trade data. In 

Table 3, models that consider the zero trade problems with different specifications are estimated. 

Like in the previous table, as a preliminary step, we present the results with the estimation 

of the PPML and PPML with time dummies in the first and second column of the table 

respectively. Different from the previous table, the permanent component has a significant impact 

on the international trade. On the other hand, the temporary component is statistically 

insignificant. All other variables are found to be statistically significant.  

To consider multilateral resistance terms, exporter and importer fixed effects with the time 

dummies are considered in Column (3) and paired fixed effects with time dummies are 

considered in Column (4). The significance of the permanent components remains same in these 

two models. However, different from the previous results, once the paired fixed effects are 

included into the model, the temporary component becomes a significant positive impact on 

bilateral exports. This result can be explained by the J-curve that the effect of a transitory change 

in exchange rate on the trade flow initially creates a short-run deterioration in the exports. 

Moreover the unobserved reasons behind the exchange rate depreciation may create uncertainty 

in the economy that affects the export performance negatively. 

Instead of the Poisson specification, in the fifth column negative binomial model with 

paired and time fixed effects is presented. Although it is known that other count data models like 

negative binomial are not adequate to estimate gravity model, i.e. negative binomial regression 

models are not invariant to the scale of the dependent variable, we just report this model as a 

robustness check and it is seen that our result are still valid even if we consider the negative 

binomial regression models.  

Finally, in the last column we report another specification proposed by Helpman et. al. 

(2008) taking into account the selection bias and firm heterogeneity. Only the second step 

estimation results are reported. In the first step, a panel probit model with importer and exporter 
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fixed effects along with time dummies is estimated9.  From this step we obtain the predictions of 

firm heterogeneity (ZHAT) and selection bias (INVMILLS) that we use in the second step 

estimation that includes importer and exporter fixed effects. The important result of this model 

confirms the Helpman et. al (2008) results that firm heterogeneity (ZHAT) and selection bias 

(INVMILLS) have a significant impact on the export performance. The coefficient of the 

permanent component has also a significant negative impact on export. Different from previous 

findings, here temporary component is also found to have a significant negative impact on trade 

flows. An important drawback of this model is that through the estimation of the nonlinear 

system, time fixed effects are not incorporated into the second step estimations, thus this will be 

the reason why the temporary component is found to have a negative significant impact. 

 

3.3. Endogeneity 

Since international trade flows form a significant part of GDP, which is one of the 

regressor of the equation, there may be a causality problem in the estimation of the gravity model 

leading to the previous model’s coefficients to be inconsistent. Moreover, it is also possible that 

international trade flows and these components of the exchange rate have reverse causality. To 

control for such problems, in columns (1) and (4) of Table 4, we use the instrumental variable 

technique with different specifications in estimating the gravity equation. We select lagged GDP 

variables and lagged permanent and temporary components as possible instruments, according to 

Hansen’s J-statistics. The first-stage regressions F-statistics are quite high, signaling that the 

instruments are highly correlated with the independent variable GDP and these components, and 

that they support the validity of instrument choices.  

In the first column, OLS results of the IV estimation with paired and time fixed effects are 

reported. The main results of the analysis also prevail when overcoming the endogeneity biases, 

where a country’s exports are negatively associated with the permanent component of the 

exchange rate however the temporary component has not a significant impact on the bilateral 

trade between these two countries. In the second column, GMM results for the two step IV 

estimation having similar results with the OLS are presented.  

                                                
9 This model proposed by Helpman, et. al (2008) is applied on a crossection and confirms the importance of firm heterogenity and 
selection in analyzing the international trade. To take into account these features we apply their framework on a panel setting. 
However, adapting the approach in Helpman et.al. (2008) to a panel setup is not obvious. Here, we follow Whitten(2012) study to 
estimate the model. 
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Moreover, the inertia in bilateral trade flows that is the countries that trade each other at 

time t-1 will tend to keep on trading at time t is considered through Dynamic Gravity Model in 

the third column of the table. Since the regressors are not strictly exogenous that are correlated 

with past and possibly current realizations of the disturbance term, Ordinary Least Squares (OLS) 

estimations would create biased estimates (Bond, 2002). Therefore, the introduction of dynamics 

into the panel data analysis is modeled by using System Generalized Method of Moments 

(SGMM) as in Arellano-Bover (1995) and Blundell-Bond (1998) methodologies. 

    In practice, very remote lags are unlikely to be informative instruments and to check the 

validity of instruments; we use the Hansen's J test of over identifying restrictions10.  We estimate 

system GMM including country and time dummies and in all GMM estimations, two-step 

procedure is applied.11 We estimate the gravity equations with GMM using optimal weighting 

matrix. This optimal weighting matrix makes two-step GMM asymptotically efficient.  In order 

to verify that the error term is not serially correlated, m₁ and m₂ statistics are included as tests for 

first and second order serial correlation. 

In the third column, parameter estimates for the Dynamic Gravity equation are presented. 

Before concentrating on the economic implications of the estimation results two specification 

tests should be checked in order to make sure GMM results consistency. The first one is that the 

idiosyncratic error of the estimators be serially uncorrelated. In other words, the null of no 

autocorrelation at order one should be rejected but for higher orders of the residuals it should not 

be rejected. The test for the System GMM estimator is presented as statistics m1 and m2 in Table 

4, showing the required results. Moreover, it should be noted the Hansen's J statistics should 

accept validity of the instrument set. In this System GMM estimation, the instruments for the 

level equations are specified in addition to the instruments for the first differenced equations. 

The results of this model is parallel to our previous results that can be summarized as 

follows: the permanent component of the real exchange rate has a significant negative effect on 

this country's export on the other hand, the impact of temporary component of the real exchange 

rate on the bilateral exports is statistically insignificant.  

Finally, in the last column both endogenity bias and the zero trade problems are taken into 

account with the estimation of the Gravity Model through IV-Poisson regression model. Overall, 

                                                
10 Different from Sargan, Hansen tests are robust to heteroscedasticity, albeit they are vulnerable to instrument proliferation 
(Roodman, 2006, 2008). 
11 For comparison, one step procedure is also applied. The results give consistent results, thus they are not tabulated in the study. 
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regardless of the estimation technique, the permanent component of the real exchange rate is 

shown to contribute negatively to the extent of bilateral trade between two countries. In other 

words, all these regressions results point to a very robust negative relationship among the 

permanent component and the exports. On the other hand, the impact of temporary component of 

the real exchange rate on the bilateral exports is statistically insignificant. Therefore, it can be 

concluded that the effect of a change in real exchange rate on trade volume depends on whether 

that change is driven by a shift in fundamentals or is just driven by a transitory movement. 

 

 

4. Conclusion 
When we look at the literature that analyzes the relationship between exchange rate and 

trade flow, it is seen that there exist a gap to uncover a link between the exchange rate and trade 

flow. However, after the beginning of floating exchange rate regime, numerous studies have 

analyzed the impact of currency depreciation on the trade balance and in the literature of 

exchange rate and trade relationship, these studies find conflicting results. 

Thus, following the first chapter, C-F filter decomposed exchange rate movements are 

added into Gravity Model and it is found that the permanent component of real exchange rate is 

effective on trade. On the other hand, the temporary component of the real exchange rate is found 

to be insignificant. Therefore, it can be concluded that the effect of a change in real exchange rate 

on trade volume depends on the sources of this change and identifying these sources of variation 

in exchange rate is important in determining this relationship. 
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TABLES 

Table 1: Expected Signs of Coefficients 
 

Variable Expected sign Interpretation 
Income of exporting 
country i + Increased mass, à la gravity model. 

Income of importing 
country j + Increased mass, à la gravity model. 

Distance between i and j - Increased cost-reducing trade, à la gravity model. 
Permanent component of 
real effective exchange 
rate of exporting country i 
relative to importing 
country j 

- 
a depreciation of a currency increases the exports of 
that country 
 

Temporary component of 
real effective exchanga 
rate of exporting country i 
relative to importing 
country j 

- a depreciation of a currency increases the exports of 
that country 

Land of exporting country 
i - 

The larger a country’s total area, the smaller the 
fraction of its economic activity that is expected to 
cross borders and the higher probability of a 
relatively closed economy. 

Land of importing 
country j - 

The larger a country’s total area, the smaller the 
fraction of its economic activity that is expected to 
cross borders and the higher probability of a 
relatively closed economy. 

Population of exporting 
country i +/- 

Population is a good approximation for the effects 
of economies of scale. A country with a large 
population can more easily specialize in a wide 
range of commodities and, consequently, may be 
less dependent on foreign trade, which may lead to 
a negative coefficient. Alternatively, if the demand 
factors are dominant, the variable might result in a 
positive effect on exports. 

Population of importing 
country j +/- 

Population is a good approximation for the effects 
of economies of scale. A country with a large 
population can more easily specialize in a wide 
range of commodities and, consequently, may be 
less dependent on foreign trade, which may lead to 
a negative coefficient. Alternatively, if the demand 
factors are dominant, the variable might result in a 
positive effect on exports. 

Common language + Its existence will increase the level of bilateral 
trade. 

Contiguity + Its existence will increase the level of bilateral 
trade. 

Common colonization + Its existence will increase the level of bilateral 
trade. 

Notes: The ex ante expectations of the sign of the coefficients are based on the detailed literature survey 

conducted by the authors.  
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Table 2: Static Panel Results 
 

  (1) (2) (3) (5) (6) 

  POOLED POOLEDtime FIXEDi,j,time FIXEDij,time FIXEDit,jt,ij 

VARIABLES lnXij lnXij lnXij lnXij lnXij 
lnGDPi 1.1739*** 1.1380*** 1.7405*** 1.7858*** (omitted) 
  (0.0227) (0.0233) (0.0661) (0.0639) . 
lnGDPj 1.0282*** 0.9929*** 1.6645*** 1.7246*** (omitted) 
  (0.0234) (0.0239) (0.0707) (0.0693) . 
lnDistij -0.8852*** -0.8954*** -1.4548*** (omitted) (omitted) 
  (0.0271) (0.0272) (0.0312) . . 
ln(PERi/PERj) -0.2779 -0.2271 -0.3955*** -0.4135*** (omitted) 
  (0.2401) (0.2399) (0.1207) (0.1166) . 
ln(TEMPi/TEMPj) 0.0010 -0.0025 -0.0507 -0.0088 (omitted) 
  (0.0450) (0.0397) (0.0340) (0.0220) . 
lnPopi 0.1171*** 0.1342*** -0.8222*** -0.7954*** (omitted) 
  (0.0263) (0.0265) (0.1473) (0.1429) . 
lnPopj 0.0535* 0.0694** -0.5351*** -0.5359*** (omitted) 
  (0.0281) (0.0283) (0.1186) (0.1174) . 
Contigij 0.8236*** 0.8170*** 0.0047 (omitted) (omitted) 
  (0.1345) (0.1309) (0.1312) . . 
ComLangij 0.6962*** 0.7150*** 0.4133*** (omitted) (omitted) 
  (0.0926) (0.0924) (0.0864) . . 
ComColij 1.4887*** 1.4612*** 0.9772*** (omitted) (omitted) 
  (0.2812) (0.2805) (0.2517) . . 
lnLandi -0.1684*** -0.1617*** (omitted) (omitted) (omitted) 
  (0.0191) (0.0194) . . . 
lnLandj -0.1244*** -0.1165*** (omitted) (omitted) (omitted) 
  (0.0182) (0.0184) . . . 
lnDistij* ln(PERi/PERj) - - - - -0.2225** 
  - - - - (0.1098) 
lnDistij* ln(TEMPi/TEMPj) - - - - -0.0009 
  - - - - (0.0028) 
Constant -28.3429*** -27.7035*** -33.8976*** -48.4806*** - 
  (0.6411) (0.6449) (3.6775) (3.5192) - 
Observations 637,067 637,067 637,067 637,067 734128 
R-squared 0.7115 0.7221 0.8125 0.4177 0.9225 

Exporter No No Yes No No 
Importer No No Yes No No 
Paired Effect No No No Yes Yes 
Time Varying Exporter No No No No  Yes 
Time Varying Importer No No No No Yes 
Time Effect No Yes Yes Yes No 

Notes: Robust, clustered standard errors are reported in parentheses. *** denotes p<0.01, ** denotes p<0.05, * denotes p<0.1. 
Trade is the bilateral exports from country i to country j. GDPi and GDPj are Gross Domestic Product of country i and j 
respectively. Distij is the distance between country i and j. Effi and Effj are the environmental efficiency index of country i and j 
respectively. Popi and Popj are the population of country i and j respectively. Landi and Landj are the land area of country i and j 
respectively. Contigij is dummy with that takes 1 if both exporter i and importer j are contiguous and zero otherwise. ComLangij 
dummy with value 1 if both exporter i and importer j share a common language and zero otherwise. Comcolij is the dummy with 
value 1 if both have had a common colonizer after 1945 and zero otherwise. All variables that start with “l” denote the logaritic 
transformation of the variable. 
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Table 3: Zero Trade Problem 
 

  (1) (2) (3) (4) (5) (6) 

  PPML PPMLtime PPMLi,j,time PPMLij,time NBij,time HMRi,j 

VARIABLES Xij Xij Xij Xij Xij lnXij 
lnGDPi 0.6817*** 0.6556*** 1.2885*** 1.2910*** 0.6252*** 2.3042*** 
  (0.0033) (0.0032) (0.0237) (0.0001) (0.0017) (0.0155) 
lnGDPj 0.7729*** 0.7490*** 1.2575*** 1.2694*** 0.4583*** 2.1977*** 
  (0.0043) (0.0039) (0.0219) (0.0001) (0.0017) (0.0158) 
lnDistij -0.5401*** -0.5517*** -0.7803*** (omitted) (omitted) -1.5927*** 
  (0.0037) (0.0035) (0.0031) . . (0.0032) 
ln(PERi/PERj) -0.1796*** -0.2020*** -0.1505*** -0.1677*** -0.3789*** -0.5354*** 
  (0.0641) (0.0706) (0.0553) (0.0003) (0.0139) (0.0386) 
ln(TEMPi/TEMPj) 0.0275 0.0211 0.0146 0.0173*** 0.0042 -0.0706* 
  (0.0393) (0.0386) (0.0408) (0.0003) (0.0145) (0.0000) 
lnPopi 0.1870*** 0.1844*** -0.1762*** -0.2177*** -0.2775*** -0.9468*** 
  (0.0050) (0.0047) (0.0581) (0.0002) (0.0015) (0.0308) 
lnPopj 0.0915*** 0.0881*** -0.3391*** -0.3730*** -0.1335*** -0.5852*** 
  (0.0040) (0.0038) (0.0406) (0.0002) (0.0014) (0.0217) 
lnLandi -0.0816*** -0.0708*** (omitted) (omitted) (omitted) (omitted) 
  (0.0029) (0.0026) . . . . 
lnLandj -0.0460*** -0.0351*** (omitted) (omitted) (omitted) (omitted) 
  (0.0025) (0.0024) . . . . 
Contigij 0.7364*** 0.7409*** 0.4911*** (omitted) (omitted) -0.0726*** 
  (0.0133) (0.0122) (0.0087) . . (0.0103) 
ComLangij 0.2481*** 0.2340*** 0.1086*** (omitted) (omitted) (omitted) 
  (0.0095) (0.0087) (0.0076) . . . 
ComColij 1.6466*** 1.5349*** 0.1740*** (omitted) (omitted) 0.7774*** 
  (0.0208) (0.0190) (0.0315) . . (0.0100) 
ZHAT - - - - - -0.6547*** 
  - - - - - (0.0202) 
INVMILLS - - - - - -2.2621*** 
  - - - - - (0.3632) 
Constant - - - - -20.9285*** -55.3027 
  - - - - (0.0482) (0.0000) 
Observations 665,260 665,260 665,260 661,495 661,495 637,067 
R-squared 0.7051 0.7571 0.8623 - - 0.8089 

Exporter No No Yes No No Yes 
Importer No No Yes No No Yes 
Paired Effect No No No Yes Yes No 
Time Effect No Yes Yes Yes No Yes 

 
Notes: Robust standard errors are reported in parentheses. *** denotes p<0.01, ** denotes p<0.05, * denotes p<0.1. Trade is the 
bilateral exports from country i to country j. GDPi and GDPj are Gross Domestic Product of country i and j respectively. Distij is 
the distance between country i and j. Effi and Effj are the environmental efficiency index of country i and j respectively. Popi and 
Popj are the population of country i and j respectively. Landi and Landj are the land area of country i and j respectively. Contigij is 
dummy with that takes 1 if both exporter i and importer j are contiguous and zero otherwise. ComLangij dummy with value 1 if 
both exporter i and importer j share a common language and zero otherwise. Comcolij is the dummy with value 1 if both have had 
a common colonizer after 1945 and zero otherwise. All variables that start with “l” denote the logaritic transformation of the 
variable. 
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Table 4: Endogenity Problem 
 
 

  (1) (2) (3) (4) 
  IVOLSij,time IVGMMij,time SGMMi,j,time IVPoissoni,j,time 

VARIABLES lnXij lnXij lnXij Xij 
lnGDPi 1.8041*** 1.8019*** 0.7857*** 1.9713*** 
  (0.0666) (0.0665) (0.2170) (0.0735) 
lnGDPj 1.6621*** 1.6639*** 2.0210*** 1.4566*** 
  (0.0728) (0.0728) (0.3501) (0.1052) 
lnDistij (omitted) (omitted) -0.6328*** -1.3397*** 
  . . (0.1175) (0.0041) 
ln(PERi/PERj) -0.4559** -0.4564** -0.3957*** -0.5598*** 
  (0.2083) (0.1869) (0.1386) (0.1573) 
ln(TEMPi/TEMPj) 0.7735 -0.7239 -0.5294 -1.5610 
  (55.2736) (39.1712) (2.0297) (18.9121) 
lnPopi -0.7716*** -0.7623*** -0.3532*** -0.6197*** 
  (0.1459) (0.1455) (0.1025) (0.0562) 
lnPopj -0.4388*** -0.4370*** -0.5220*** -0.3333*** 
  (0.1178) (0.1170) (0.1115) (0.0410) 
lnLandi (omitted) (omitted) (omitted) (omitted) 
  . . . . 
lnLandj (omitted) (omitted) (omitted) (omitted) 
  . . . . 
Contigij (omitted) (omitted) 0.0181 0.4303*** 
  . . (0.0574) (0.0112) 
ComLangij (omitted) (omitted) 0.1783*** 0.4566*** 
  . . (0.0492) (0.0180) 
ComColij (omitted) (omitted) 0.4268*** 1.3020*** 
  . . (0.1370) (0.0233) 
m1 - - -3.65 - 
p-value - - (0.000) - 
m2 - - 1.65 - 
p-value - - (0.100) - 
Hansen 2.092 2.092 7.3 - 
p-value (0.3513) (0.3513) (0.199) - 
Observations 607,845 607,845 614,975 600,957 
R-squared 0.3842 0.3863 - - 
Exporter No No Yes Yes 
Importer No No Yes Yes 
Paired Effect Yes Yes No No 
Time Effect Yes Yes Yes Yes 

 
Notes: Robust standard errors are reported in parentheses. *** denotes p<0.01, ** denotes p<0.05, * denotes 
p<0.1. Trade is the bilateral exports from country i to country j. GDPi and GDPj are Gross Domestic Product of 
country i and j respectively. Distij is the distance between country i and j. Effi and Effj are the environmental 
efficiency index of country i and j respectively. Popi and Popj are the population of country i and j respectively. 
Landi and Landj are the land area of country i and j respectively. Contigij is dummy with that takes 1 if both 
exporter i and importer j are contiguous and zero otherwise. ComLangij dummy with value 1 if both exporter i and 
importer j share a common language and zero otherwise. Comcolij is the dummy with value 1 if both have had a 
common colonizer after 1945 and zero otherwise. All variables that start with “l” denote the logaritic 
transformation of the variable. 
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APPENDIX-I DATA DESCRIPTION AND SOURCES 

 

Bilateral exports from country i to country j (Xij): Measures the total exports from country i to 

country j in current period USD. The variable is converted into real terms by export price indices. 

Source: Direction of Trade Statistics, IMF.  

Gross domestic product of country i and j (GDPi and GDPj): GDP at purchaser’s prices in 

million USD. Data are in constant 2005 USD. Source: World Development Indicators, World 

Bank.  

Distance between country i and j (Distij): The simple distances calculated following the great 

circle formula, which uses the latitude and longitude of a country’s most important city (in terms 

of population) or of its official capital in nautical miles. Source: CEPII Mayer and Zignago 

(2011) dataset. 

Population of country i and j (Popi and Popj): Total population is based on the de facto 

definition of population, which counts all residents regardless of legal status or citizenship – 

except for refugees not permanently settled in the country of asylum, who are generally 

considered part of the population of their country of origin. The values shown are midyear 

estimates. Source: World Development Indicators, World Bank. 

Land area of country i and j (Landi and Landj): Land area is a country’s total area, excluding 

area under inland water bodies, national claims to a continental shelf and exclusive economic 

zones. In most cases, the definition of inland water bodies includes major rivers and lakes. 

Source: World Development Indicators, World Bank. 

Common Language (ComLangij): A dummy variable indicating whether the two countries share 

a common official language. Source: CEPII Mayer and Zignago (2011) dataset. 

Common Colonizer (ComColij): A dummy variable indicating whether the two countries had a 

common colonizer after 1945. Source: CEPII Mayer and Zignago (2011) dataset. 

Contiguity (Contigij): dummy variable indicating whether the two countries are contiguous. 

Source: CEPII Mayer and Zignago (2011) dataset. 
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APPENDIX-II EXCHANGE RATE DECOMPOSITION 

There are different periodic behaviors of the economic time series and Christiano-

Fitzgerald Band Pass Filter (2003) methodology designs a filter that uses the frequency domain to 

eliminate very slow-moving ("trend") components and very high-frequency (cycle) components 

of the time series.12 The principles in the C-F Filter were built on Baxter and King (BK) (1999) 

filter but their design to approximate the ideal infinite band pass filter is different. Ideal band pas 

filter constitutes the basis for the C-F Filter. According to "Spectral Representation Theorem" 

any time series within a broad class can be decomposed into different frequency components.13 

The tool for extracting these components is to use "Ideal Band Pass Filter" which is a linear 

transformation of the data that leaves intact the components of the data within a specified band of 

frequencies and eliminates all other components. Consider the decomposition of xt .i.e.; 

!! = !! + !! 

It is well known14; 

!! = !(!)!!  where 

 

! ! = !!!
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sin !" − sin !"
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! − !
! ,! =
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    and we want to isolate the component of xt with a period of oscillation between pl and 

pu, where 2≤pl≤pu<∞. However, the application of ideal band bass filter requires infinite data. 

For finite set, C-F filter solves the following minimization problem and estimate !!
!,!15: 

min![(!! − !!)!   !   !. !"  !! = !!
!,!!!!!

!

!!!!

 

                                                
12 We define the trend as the permanent component of exchange rate and cycle as the temporary component of exchange rate. 
13 See Cramer and Leadbetter (1967) and Lippi(2001) for a formal analysis. 
14 See Sargent (1987). 
15 See Christiano and Fitzgerald (2003) for the solution and further details. 
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This problem can be expressed in the frequency domain by exploiting the standard 

frequency domain representation for a variance.16 

min |
!

!!

!

!!
!!,! !!!" − ! !!!"

!
!! ! !",   

    

 Here, !! !  is the spectral density of !!, and !!,! ! = !!
!,!!!!

!!!!  

 C-F filter differs from B-K Filter in three aspects. First, in C-F Filter the presence of fx 

indicates that the solution to the minimization problem depends on the properties of the time 

series representation of xt. Second, !!
!,!=0 is never imposed as a constraint. Third, C-F Filter uses 

all the data for each t, and p and f vary with t and different from each other. 

 

                                                
16 See Sims (1972) for details. 
 


